Simple Linear Regression

A first order (straight line) probabilistic model

y = o+ Pz +e,

where y = dependent variable, x = independent variable, E(y) = Sy + fiz = deterministic

component, € = random error component, Sy = y—intercept of the line, §; = slope of the line.
The least—square approach
Sum of Squared Errors (SSE) can be found as
SSE = Z(yi ~0)° = Z(yi — (Bo + Br:))%,
where 7 = B() + le is called the least squares lines.

Formulas for the least squares Estimates

Slope: Bl = % ;

1y — intercept: Bg =7 — Blf where
SSuy = Y(@i —B)(yi — ) = L aiys — 25
S8 = Y (wi — T)2 = Y a2 — 2

n =Sample size.

Estimation of ¢2 for a straight-line model

s SSE
=2
where SSE = 3 (yi — 5)? = SSyy — B1SSay and SS,, = Y(yi — 7,)2 = o y2 — )
Moreover,
E
s= V=258
n—2
Making inferences about the slope (1
One-tailed test Two—tailed test
H,: f1 <0 (or Hy: 51 >0) H,: p1#0
B _ B
Test statistic: t = 3~ V5%
Rejection region: t < —t, (or t > t, ) [t > ta/2,

where t, and t,/, are based on (n —2) degrees of freedom.



The coeflicient of Correlation
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The coefficient of Determination
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Confidence Interval for the mean Value of y at z ==z,

1 (x,—7)?
U4+t megeq] =P 7
Yy a/2 S n + SS,];x 9

where t,/5 is based on (n —2) degrees of freedom.

Prediction Interval for an Individual New Value of y at = =z,

. 1 (zp,—7)?
4+t oseq/l 42
Y /2 y \/ * n + SS:m: ’

where /o is based on (n —2) degrees of freedom.



