
Simple Linear Regression

A �rst order (straight line) probabilistic model

y = β0 + βx+ ε,

where y = dependent variable, x = independent variable, E(y) = β0 + β1x = deterministic

component, ε = random error component, β0 = y �intercept of the line, β1 = slope of the line.

The least�square approach

Sum of Squared Errors (SSE) can be found as

SSE =
∑

(yi − ŷi)2 =
∑

(yi − (β̂0 + β̂1xi))
2,

where ŷ = β̂0 + β̂1x is called the least squares lines.

Formulas for the least squares Estimates

Slope: β̂1 =
SSxy
SSxx

;

y � intercept: β̂0 = y − β̂1x , where

SSxy =
∑

(xi − x)(yi − y) =
∑
xiyi −

∑
xi

∑
yi

n ,

SSxx =
∑

(xi − x)2 =
∑
x2i −

(
∑
xi)

2

n ,

n=Sample size.

Estimation of σ2 for a straight-line model

s2 =
SSE

n− 2
,

where SSE =
∑

(yi − ŷi)2 = SSyy − β̂1SSxy and SSyy =
∑

(yi − yi)2 =
∑
y2i −

(
∑
yi)

2

n .

Moreover,

s =
√
s2 =

√
SSE

n− 2
.

Making inferences about the slope β1

One�tailed test Two�tailed test

H0 : β1 = 0 H0 : β1 = 0

Ha : β1 < 0 (or Ha : β1 > 0 ) Ha : β1 6= 0

Test statistic: t = β̂1
s
β̂1

= β̂1
s/

√
SSxx

Rejection region: t < −tα (or t > tα ) |t| > tα/2 ,

where tα and tα/2 are based on (n− 2) degrees of freedom.
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The coe�cient of Correlation

r =
SSxy√
SSxxSSyy

The coe�cient of Determination

r2 =
SSyy − SSE

SSyy
= 1− SSE

SSyy

Con�dence Interval for the mean Value of y at x = xp

ŷ ± tα/2 · s ·

√
1

n
+

(xp − x)2
SSxx

,

where tα/2 is based on (n− 2) degrees of freedom.

Prediction Interval for an Individual New Value of y at x = xp

ŷ ± tα/2 · s ·

√
1 +

1

n
+

(xp − x)2
SSxx

,

where tα/2 is based on (n− 2) degrees of freedom.
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