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KIMEP UNIVERSITY





College of Social Sciences
Department of Economics
	Course Code and Title:  

ECN 2083 Introduction to Statistics

	Course credits: 3

	Semester: 

Fall 2023
	Time and Place of the Lecture: 
MW 13:00 –14:15, #9/Valikhanov Building  


	Instructor:  Aigerim Kalybay
	Office phone:
 

	Office:  # 237/Valikhanov bld.
	Office hours:  MW 11:00 – 13:00
                          TTh 13:00 – 14:00 

	Email:
kalybay@kimep.kz
 
	Teaching assistant’s learning support hours: 


Course Prerequisites:  GEN1201/ECN1201 Mathematics for Business and Economics, 

1. Relationship of course and program  

The major goal of this course is to provide the student with an understanding how descriptive and inferential statistics are applied and interpreted in a variety of fields, such as business, psychology, sociology, science, etc.  Statistics is a fundamental course that determines the ground for courses majoring in business, economics and public administration; it provides quantitative skills necessary to succeed in other major courses such as Econometrics Methods (ECN3184), Quantitative methods in Economics (ECN3103), Research methods and methodology (ECN4104), Decision Making (PAD3522), etc.
2. Course description 
The course focuses on essential concepts of statistical analysis. It will cover elements of probability theory, descriptive statistics, and inferential statistics including hypothesis testing, regression analysis, analysis of variance, and time series forecasting.

Topics include both descriptive and inferential statistics: graphical displays involving one or more qualitative and/or quantitative variables; numerical summaries to measure characteristics such as the center of a distribution, random sampling; the normal distribution; the Central Limit Theorem; hypothesis tests and confidence intervals involving means and proportions; one-way analysis of variance; the chi-square goodness-of-fit test; the chi-square test concerning independence in a two-way contingency table. The major goal of this course is to provide the student with an understanding how descriptive and inferential statistics are applied and interpreted in a variety of fields, such as business, psychology, sociology, science, etc. This course is required by several majors and counts toward the mathematics distribution requirement.  

 3. Learning objectives 
The major goal of this course is to provide the student with an understanding how descriptive and inferential statistics are applied and interpreted in a variety of fields, such as business, psychology, sociology, science, etc. This course is required by several majors and counts toward the mathematics distribution requirement.
4. Intended learning outcomes 
The students are expected to know and apply:

· Types of statistical data and graph representation; numerical measures of central tendency and variability.

· Foundations of theory of probability.

· Random variables: kinds of discrete and continuous random variables.

· Sampling distribution. Central Limit Theorem.

· Hypothesis testing for small and large samples.

· Linear regression analysis and its application in prediction purposes.

· Time series and forecasting.

5. Indicative Assessment scheme (in relation to ILOs)
Midterm 1, ILO 1, 2, 3

Midterm 2, ILO 4, 5, 6
Final, ILO 1, 2, 3, 4, 5, 6, 7

2 Midterms 
   
   30%+30%=60%

Final Exam


          40%

Total


                      100%

Those failing to attend an exam will get 0 for the exam. No make-up assignments, quizzes or exams will be given.
6. Grading scale 
	A+
	90 – 100
	C+
	67 – 69

	A
	85 – 89
	C
	63 – 66

	A-
	80 – 84
	C-
	60 – 62

	B+
	77 – 79
	D+
	57 – 59

	B
	73 – 76
	D
	53 – 56

	B-
	70 – 72
	D-
	50 – 52

	
	
	F
	< 50


Students are expected to attend all classes (regular or online) and be on time. If a student fails to attend classes, that equals more than 20% of classroom instruction, then 2 points will be subtracted for each missed class. Unauthorized talking by students during class is not permitted. Mobile phones and other electronic devices that could disrupt class must be turned off upon entering the classroom.
No grade of “I” to be given as a result of poor performance. Missed final exam leads to an “I” only if the proper documentation is presented and approved by KIMEP authorities.
All home assignments offered on the Moodle platform comprise exercises for self-paced training. 
Academic integrity 
Academic honesty is expected of all students. Cheating and plagiarism are violations of academic honesty. Any student found violating the academic policy will receive an automatic “zero” for the assignment. According to the catalog, if the weight of the assignment where the violation has occurred is more than 10%, the offence is a level 2 offence and has to be referred to the Academic Integrity Committee.
· Using AI tools, like ChatGPT, to generate content qualifies as academic dishonesty.

7. Teaching and learning philosophy and methodology 
This course will be taught using the traditional lecture-discussion method, where the main ideas and important business/economic applications are explained. There will be tutorial sessions that will allow students to solve problems in a setting that will enhance their understanding and demonstrate applications of the material presented in the lectures.
· Personal Objectives: Considerable emphasis in this course will be based on group activities, discussions and solution of practical tasks. I motivate students to participate in the discussion in order to make the class more efficient. 
· Teaching and Learning Approaches:   The course provides students background with statistic methods and focuses on learning to select the appropriate method and interpreting the solution. Problems in business will be formulated and used to solve. The course will be taught using the traditional lecture-discussion method in sections, where the major proofs and important applications are explained. There will be several tutorial sessions that will allow students to solve problems in a setting that will enhance their understanding and demonstrate applications of the material presented in the lectures. Such methodology provides an opportunity to reach complete correspondence between course objectives and program outcomes. 
      Students are expected to study all required topics and exercises and come to class  

      each session prepared to discuss the topic, attend class sessions regularly, participate   

      actively in class activities, complete and present assignments on time.

Communication with Instructor:
Email: If you need to reach out and communicate with me, please email me at kalybay@kimep.kz. We do not use WhatsApp or Telegram for communication.
8. Indicative course learning activities 
Lectures:                                  45 hours.

Reading time:                          40 hours.

Preparing for midterm 1:        20 hours.

Preparing for midterm 2:        20 hours.

Preparing for final exam:        25 hours.

Total:                                      150 hours.
9. Indicative class schedule
	Week #
	Tentative content
	References

chapters
	Problems

exercises 

	Week 1
	
	

	August 

21st – 27th 

	Introduction. Population, sample, statistical inference. Types of business data. Graphical presentation of qualitative data. Graphical presentation of quantitative data.
	p.1-30, Ch.1.1-1.7
p.41-63, Ch.2.1-2.2
	p. 48-51, Ex. 2.1-2.17
p. 58-63, Ex. 2.18-2.34

	Week 2
	
	
	

	August 

28th  - 

September 

3rd 
	Numerical measures of central tendency: mode, mean, median. Numerical measures of variability: range, variance, standard deviation.
	p.63-89, Ch.2.3-2.5
	p. 70-74, Ex. 2.35-2.55

p. 79-81, Ex. 2.56-2.70

p. 86-89, Ex. 2.71-2.89



	Week 3
	
	
	

	September 

4th – 10th 

	Elements of probability theory. Events, sample spaces, probability, compound events, conditional probability, probabilities of unions and intersections. Elements of combinatorics. Random sampling. 
	p.132-188, Ch.3.1-3.7
	p.143-148, Ex.3.1-3.29

p.156-159, Ex.3.30-3.51

p.169-173, Ex.3.52-3.80

p.176-178, Ex.3.81-3.93

	Week 4
	
	
	

	September 

11th – 17th  
	Discrete random variables. Probability distribution. Expected value, variance, and standard deviation. Binomial, Poisson, hypergeometric probability distributions. 
	p.189-224, Ch.4.1-4.4
	p.192-193, Ex. 4.1-4.10

p.199-204, Ex. 4.11-4.39

p.214-216, Ex. 4.40-4.60

p.222-224, Ex. 4.61-4.83

	Week 5
	
	
	

	September     
18th – 24th
	   Continuous random variables. Probability density function, expected value, variance, standard deviation. Uniform, normal, exponential probability distributions. Midterm Exam 1

	p.224-264, Ch.4.5-4.8
	p.238-241, Ex. 4.84-4.116
p.244-247, Ex.4.117-4.131
p.252-254, Ex.4.132-4.155

	Week 6
	
	
	

	September
25th – 
October 1st         
	Sampling distributions. Sampling distribution of the sample mean. The Central Limit Theorem. 
	p.271-305
Ch.5.1-5.4


	p.278-279, Ex. 5.1-5.7
p.282-283, Ex. 5.8-5.14

p.290-291, Ex. 5.15-5.35

p.296-297, Ex. 5.36-5.51

	Week 7
	
	
	

	October 

2nd  –  8th 


	Midterm break           


	
	

	Week 8
	
	
	

	October 
9th – 15th         

	Large-sample estimation of a population mean. Confidence interval. Sample size determination. 
	p.308-317, Ch.6.1-6.2

p.334, Ch.6.5

p. 344-349, Ch. 6.7
	p.314-317, Ex. 6.1-6.22

p.339-341, Ex. 6.60-6.79

p.347-349, Ex. 6.93-6.105



	Week 9
	
	
	

	October
16th  – 22nd         

	Large-sample test of hypothesis about a population mean. P-value.
	p. 364-388, Ch. 7.1-7.4

p.403-408, Ch. 7.7

p.408-416, Ch.7.8
	p.373-375, Ex. 7.1-7.18

p.379, Ex. 7.19-7.27

p.384-388, Ex. 7.28-7.46

p.406-408, Ex.7.82-7.95

p.415-416, Ex. 7.96-7.107

	Week 10
	
	
	

	October 

23rd  –  29th 


	Small-sample inferences about a population mean: confidence interval, test of hypothesis. Large-sample inferences about a binomial probability: confidence interval, test of hypothesis.
Midterm Exam 2
	p. 317-327, Ch. 6.3

p.388-395, Ch. 7.5

p.327-334, Ch.6.4 

p.395-403, Ch.7.6
	p.324-327, Ex.6.23-6.39 

p.392-395, Ex.7.47-7.63

p.332-334, Ex.6.40-6.59

p.400-403, Ex.7.64-7.81

	Week 11
	
	
	

	October

30th - 

November 
5th 

	Large-sample inferences about the difference between two population means: confidence interval, test of hypothesis. Small-sample inferences about the difference between two population means: confidence interval, test of hypothesis. Comparing two population variances.
	p. 429-447, Ch. 8.1-8.2

p.466-478, Ch. 8.5-8.6


	p.441-447, Ex. 8.1-8.25 

p.468-470, Ex.8.61-8.72

p.476-478, Ex. 8.73-8.88

	Week 12
	
	
	

	November 

6th  –  12th 

	Inferences about the difference between two population means: paired difference experiment. Inferences about the difference between two population proportions.

	p.447-466, Ch.8.3-8.4
	p.454-458, Ex. 8.26-8.42

p.463-466, Ex. 8.43-8.60

	Week 13
	
	
	

	November       

13th – 19th  
	Simple linear regression. Probabilistic model. The method of least squares. Inferences about parameters of the model. Using the model for estimation and prediction. 
	p.616-669, Ch. 11.1-11.7
	p.621-622, Ex.11.1-11.13

p.629-634, Ex.11.14-11.30

p.637-639, Ex. 11.31-11.44

p.621-622, Ex. 11.1-11.13

p.644-647, Ex.11.45-11.63

p.654-657, Ex.11.64-11.81

p.663-665, Ex.11.82-11.96

p.668-669, Ex.11.97-11.100

	Week 14
	
	
	

	November

20th –November

26th

	Time series. Index numbers. Time series smoothing. Time series components. Forecasting. Seasonal regression model. 
	Ch.14.1-14.9

(Available on L-drive)

p. 998-1051, Ch. 15.1-15.9 (9th edition) 
	p.1008-1010, Ex.15.1-15.12

p.1013-1016, Ex.15.13-15.20

p.1025-1026, Ex.15.12-15.28

p.1032-1033, Ex.15.29-15.34

p.1043-1044, Ex.15.35-15.41

p.1049-1051, Ex.15.42-15.51

	Week 15
	
	
	

	November

27th – December         
3rd 
	The chi-squared test and contingency tables.

	p.575-602, Ch.10.1-10.4
	p.581-584, Ex. 10.1-10.18

p.597-601, Ex. 10.19-10.39

	Week 16
	
	
	

	December         
4th – December         
9th        
	Review. Preparation for Final Exam. Final Exam.
	Ch.1, 2, 3, 4, 5, 6, 7, 8, 10, 11, 14
	p.117-124, Ex.2.139-2.171

p.179-186, Ex. 3.94-3.130

p.257-263, Ex.4.156-4.206

p.298-301, Ex. 5.52-5.77

p.350-355, Ex.6.106-6.137

p.417-422, Ex.7.108-7.147

p.479-487, Ex. 8.89-8.123

p.603-608, Ex.10.40-10.58

p.672-679, Ex.11.101-11.120


10. Indicative Instructional resources
Required text books: 
RECOMMENDED LITERATURE

Main literature
1. J.T.McClave and P.G.Benson. Statistics for business and economics. 13th edition. Collier MacMillan, London, 2018, ISBN 9780134506593
Additional sources/literature

2. R. Stine and D. Foster. Statistics for business. Pearson Education, Addison-Wesley, 2011.
Internet resources

3. Instructor’s Lecture Outlines, Formula sheets, Exercises, Solutions and/or other teaching materials on L-Drive, under Instructor’s name.

